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In some universities, student advisors are often hired to enhance students’ retention rate. Having 

some students in mind, these advisors may find some difficulties in guiding the students in terms 

of selecting relevant courses. This paper proposes an advisor-oriented course recommendation 

system. Using this system, the advisors may suggest relevant courses to their students easier 

and more accurate. This system relies on student grades and comprehensive course data. 

Further, it utilises content-based and collaborative filtering for predicting relevant courses. 

According to our evaluation, the system is considerably effective; the accuracy of content-based 

filtering is about 66% while the accuracy of collaborative filtering is about 58%. Further, some 

parameters may be potential for enhancing accuracy while the others may be not. 
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INTRODUCTION 

Student retention is a crucial aspect in universities [1]; it does not 

only affect student's future but also the university's as well. 

Several strategies are therefore considered to keep the retention 

high [2]. These strategies are usually emerged from the analysis 

of student data [3] and student characteristics [4]. Apart from 

newly-introduced strategies to maintain high retention (e.g., 

Student Success Course [5], a persuasive social media [6], or the 

integration of educational technologies [7]), the existence of 

student advisors is a common practice in some universities, 

especially those that offer formal academic degree. 

 

Student advisor is a person who is responsible to guide students 

in terms of their academic path. In some universities that offer 

formal academic degree, one advisor is allocated to some students 

for enhancing their' retention rate. Having some students in mind, 

the advisor may find some difficulties in guiding the students; 

students have their own unique skill while some of them are still 

not aware with it. In addition, the description of available courses 

may be not comprehensive enough for guidance. 

 

These advisors are responsible to guide students so that they can 

take courses relevant to their skills. With such thing in mind, it is 

expected that they can complete the courses, which obviously 

enhance the student retention rate. However, providing such 

guidance takes a considerable amount of time based on three 

reasons. First, the skills of each student are unique and different 

to each other. Second, some students are not aware with their own 

potential, which means what they say may not reflect their skills. 

Third, the description of available courses may be not 

comprehensive enough to cover the courses' content, requiring 

more observation prior deciding whether some courses are 

suitable for a particular student. 

 

To mitigate advisor' effort, this paper proposes a course 

recommendation system that only considers students' empirical 

skills (represented by their grades) and comprehensive course 

data (i.e., course syllabi or slides). The system does not only 

suggest relevant courses but also provides their predicted result. 

Further, it displays two recommended course lists instead of one 

to facilitate more comprehensive analysis; one of them is based 

on content-based filtering while another is based on collaborative 

filtering. Using this system, an advisor may suggest some courses 

to a particular student easier and more accurate. 

 

Recommender system aims to help humans in terms of suggesting 

the most suitable items based on their interest [8]. The items itself 

vary from movie [9], books [10], e-commerce products [11], 
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academic publication venues [12], to learning materials [13]. In 

general, the system can be categorised further either based on 

their technique [8] or application [14]. 

 

From technique perspective [8], recommender system can be 

classified into four categories: demographic, content-based, 

collaborative, and hybrid filtering. Demographic filtering [15] 

recommends items based on users' shared personal attributes. 

Content-based filtering [16] utilises user's previous choices. 

Collaborative filtering [17] relies on users' rating toward the 

items. Hybrid filtering [15] combines two or more 

aforementioned filtering mechanisms. Two examples of hybrid 

filtering are a work in [18] (that combines collaborative with 

content-based filtering) and a work in [19] (that combines 

collaborative with demographic filtering). 

 

From application perspective [14], recommender system can be 

classified to eight categories. These categories are: 1) e-business 

recommender system that focuses on product for business owners 

[20]; 2) e-commerce recommender system that is like e-business 

system except that it focuses on commercial transaction [21]; 3) 

e-government recommender system that focuses on government-

related information [22]; 4) e-learning recommender system that 

focuses on learning materials [23] or potential supervisors [24]; 

5) e-library recommender system that focuses on knowledge 

sources such as e-books [25]; 6) e-tourism recommender system 

that focuses on tourist attractions [26]; 7) e-resource services 

recommender system that focuses on electronic files (e.g., video 

and movie) [27]; and 8) e-group activities recommender system 

that focuses on group preferences [28]. 

 

Among e-learning recommender systems, course recommender 

system is considerably common. Given a high number of 

available courses, the system will recommend some courses that 

match user's interest or skills [29]. This system is commonly used 

on Massive Open Online Courses, where a lot of courses are 

available to choose. 

 

In terms of their applied technique, most course recommender 

systems use collaborative filtering. A course is recommended to 

a particular user if the user shares similar characteristics with 

enrolled users on that course. Such kind of filtering usually relies 

on three kinds of data: user rating [30], user interest via survey 

[31], [32], and user log history [31]. 

 

For higher accuracy, collaborative filtering is often combined 

with content-based filtering. A work in [33] utilises content-based 

filtering as a correction to the result of collaborative filtering. This 

work relies on four parts of data: user information, user learning 

behaviour, course information, and course rating. A work in [34] 

implements both filtering techniques separately. Collaborative 

filtering is used to recommend courses based on users' 

preferences while content-based filtering is used when a user 

wants to search courses with the same context (measured from the 

courses' descriptions). A work in [35] searches relevant courses 

based on users' implicit query (formed based on the users' 

previously-visited learning objects) through content-based 

filtering. Each relevant course is then featured with related 

courses (that are computed based on collaborative filtering 

toward users' web session logs). A work in [36] relies on Vector 

Space Model toward course materials to perform content-based 

filtering and good learners' average rating to perform 

collaborative filtering. A work in [37] utilises the result of 

content-based filtering as an input of collaborative filtering. 

 

In addition to collaborative filtering and the combination of 

content-based and collaborative filtering, other filtering 

techniques are still used for recommending courses (even though 

they are uncommon). For instance, a work in [38] combines 

collaborative with demographic filtering. 

 

It is true that some works have also proposed course 

recommendation systems. However, none of them are focused on 

helping student advisor; they are more focused on providing the 

recommendation directly to students. We would argue that such a 

direct manner is risky in the context of formal education; 

recommendation system's result is not 100% accurate while the 

result affects more on students' future. When students know that 

they will succeed on a particular course, some of them may not 

study seriously since they know that they will succeed (even 

though the fact will be in reverse if they do not study). When 

students know that they will not perform well on a course that 

they are interested in, they will be less motivated. Advisors’ 

guidance is needed in both cases so that students can respond to 

the results more carefully. 

 

Another differentiating factor between our proposed system with 

other recommendation systems is that our system relies on finer 

level of granularity of data. For example, we utilise course slides 

in addition to course syllabi. Further, we do not consider student 

interest in the process as that may lead to lower retention rate; 

some students may choose interesting courses with insufficient 

skills. 

METHOD 

This paper proposes an advisor-oriented course recommendation 

system. Unique to this system, it exclusively relies on student 

empirical skills (i.e., grades) and comprehensive course data, 

ignoring student interests. It also predicts student's result on 

suggested courses to enable more comprehensive analysis. From 

technique perspective, content-based and collaborative filtering 

(i.e., two common techniques on recommendation system) are 

applied to recommend relevant courses. In our context, relevant 

courses refer to courses where the given student should be able to 

pass. 

 

Figure 1 shows how our proposed system works. It has three 

components namely course data preprocessing, content-based 

filtering, and collaborative filtering. Course data preprocessing 

converts all course syllabi and slides to terms (which will be used 

for content-based filtering). Content-based filtering suggests 

relevant courses to a student (whose ID is inputted) based on the 

student's grades of taken courses and course terms. Collaborative 

filtering suggests relevant courses based on other students whose 

grades are similar to the student's. 
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Figure 1. How our proposed system works. 

Course Data Preprocessing 

This phase converts course syllabi (as text files) and course slides 

(as PDF files) to course terms that will be used on content-based 

filtering. Figure 2 depicts how such conversion works. At first, it 

extracts all sentences from course slides with PDFMiner [39] and 

stores them as text files (one slide is stored in one text file). 

Secondly, along with course syllabi, the slides are fed to word 

splitter. This splitter returns sequences of lowercased words (one 

course corresponds to one sequence) by utilising whitespaces and 

punctuations as delimiters. Thirdly, stop words from resulted 

word sequences are removed based on stop word lists provided 

by Scikit-learn [40] (for English) and PySastrawi [41] (for 

Indonesian). We utilise those two lists since our course syllabi 

and slides are written in English and Indonesian. Fourthly, n-gram 

sequence for each word sequence is generated. n-gram is a 

technique which considers n adjacent words as one term. For 

instance, if {"this", "is", "a", "sample"} is a word sequence, its 2-

gram sequence will be {{"this", "is"}, {"is", "a"}, {"a", 

"sample"}}. Finally, resulted n-gram sequences are then 

converted to course terms (as indexes). Index is a hash map 

containing key-value tuples wherein key refers to terms and value 

refers to their occurrence frequencies. If given n-gram sequence 

is {"this", "is", "another", "sample", "this", "is", "a", "sample"}, 

for example, its index will have 5 tuples: {"this":2}, {"is":2}, 

{"another":1}, {"sample":2}, and {"a":1}. 

 

 
 

Figure 2. Course data preprocessing 

 

Stemming is out of our consideration since course syllabi and 

slides are written in bilingual (English and Indonesian). English 

stemming may ruin the meaning of some Indonesian terms and 

vice-versa. It is true that we could detect the terms' language prior 

stemming. However, in addition to more processing time, it could 

be also ineffective considering some English terms are often used 

on Indonesian sentences.  

Content-Based Filtering 

This phase considers student grades and course terms (as indexes) 

to recommend relevant courses for a student whose ID is inputted 

(See Figure 3). Considering the grade for each course varies 

among students, it will be performed separately per student. 

 

 
 

Figure 3. Content-based filtering that is conducted in fourfold. 

 

First of all, it generates training data related to given student ID. 

It takes all student grades which correspond to the ID and 

correlates them with distinct course terms. The grade will become 

target class while the terms will become features with their 

frequencies as their feature values. To provide more uniform 

values on the target class, all grades are converted to three 

categories: "pass with excellence" (for grades higher or equal to 

B), "pass" (for values lower than B but higher or equal to C), and 

"fail" (for grades lower than C). If all of the student's grades fall 

on the same category, the remaining steps will be ignored (since 

it will be biased if a prediction is made only from single-valued 

target class) and content-based filtering will return no relevant 

courses. To illustrate this, let assume we have two courses 

(Introductory Programming and Information System) with their 

own course terms and student grade (see Fig. 4). Training data 

will then have two entries where each entry refers to one course. 

For each entry, target class refers to student grade while its 

features refer to distinct terms’ frequencies. It is important to note 

that, if a particular distinct term is not found on a course's terms, 

its feature value will be assigned with zero (see features named 

"data" on row 1 and "function" on row 2). 

 

Secondly, the dimension of training data's features will be 

reduced through feature selection. In our context, we will use TF-

IDF weighting (a technique to favour rarely-occurred features) 

and X2 feature selection (a technique to select top-N most 

representative terms toward given target classes [42]). Both of 

them are implemented with the help of Scikit-learn [40]. 

 

Thirdly, a model from the training data will be formed with Naive 

Bayes or K-Nearest-Neighbours algorithm [43]. The model will 

be used to predict the grades of remaining courses. Prior doing 

that, remaining courses will be converted to testing entries with 

empty target class. 
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Figure 4. An example of training data generation for content-

based filtering. 

 

Fourthly, all courses will be sorted based on their predicted grade 

from "pass with excellence" to "fail". Later, the courses which 

prediction is "pass with excellence" or "pass" will be displayed as 

relevant courses. 

Collaborative Filtering 

This phase recommends relevant courses based on student ID and 

grades. Figure 5 depicts how this phase works. It begins by 

converting student grades to training data. Each student (except 

the one whose ID is inputted) corresponds to one training data 

entry; wherein its features are all available courses and their 

features' values are the student's grades. Similar with content-

based filtering, all grades on that class are converted to three 

categories––which are "pass with excellence" (for values higher 

or equal to B), "pass" (for values lower than B but higher or equal 

to C), and "fail" (for values lower than C)––to provide more 

uniform values. It is important to note that target class is still 

undefined at this stage. It will be defined later at course grade 

prediction. 

 

 
 

Figure 5. Collaborative filtering that is conducted in threefold. 

 

Figure 6 shows an example of training data generation. Each 

student (as one column) will have N features where N refers to 

the number of available courses (in this example, we assume N is 

5). These features will be assigned with their categorised grade 

for that student. For instance, student 1's feature corresponding to 

Introductory Programming is assigned with "pass with 

excellence" since they get an A for that course. It is important to 

note that features for untaken courses (e.g., Calculus for student 

1 and Information System for student 2) are assigned with 

"undefined". 

 

 
 

Figure 6. An example of training data generation for 

collaborative filtering. 

 

Course grade prediction will be performed for each course that 

has not been taken by the student with given ID. On each course, 

its corresponding feature will be promoted to target class. All 

training data entries which target class is "undefined" are 

removed from consideration; students corresponding to those 

entries have not taken the course. 

 

The grade of a particular course will be predicted in twofold. All 

grades of the student with given ID (except the one that is being 

predicted) are mapped in similar format as training data entries'. 

Later, the course's grade will be predicted using either Naive 

Bayes or K-Nearest-Neighbours algorithm [43]. 

 

Upon predicting all courses' grades, these courses will be sorted 

based on their predicted grade from "pass with excellence" to 

"fail". Only courses which prediction is not "fail" will be 

displayed as relevant courses. 

RESULT AND DISCUSSION 

Our proposed methodology has two recommendation modules 

called content-based and collaborative filtering. Content-based 

filtering will be evaluated from nine perspectives: the impact of 

stop word removal on terms' descriptiveness, the effectiveness of 

stop word removal, the effectiveness of n-gram generator, the 

effectiveness of X2 feature selection, the effectiveness of course 

data, the effectiveness of K-Nearest-Neighbours' number of 

neighbours, the effectiveness of prediction algorithm, the impact 

of academic semester, and the effectiveness variation among 

students' data. Collaborative filtering will be evaluated from two 

perspectives: the effectiveness of K-Nearest-Neighbours' number 

of neighbours and the effectiveness of prediction algorithm. It is 
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important to note that we put more evaluation on content-based 

filtering since it is more complex in terms of method. Further, it 

relies on course data in addition to student grades. 

 

All evaluation will be performed on either balance or imbalance 

dataset; both of them are taken from our undergraduate students' 

data. Balance dataset represents a condition where the proportion 

of courses' topics and the proportion of students' academic merit 

are balance. It contains the data of 10 students who take the same 

10 courses (3 programming courses, 2 mathematics courses, 3 

hardware courses, and 2 general courses); these students are good 

at a particular topic while performing bad on others. Imbalance 

dataset represents a real condition on our faculty where the 

proportion of courses' topics and the proportion of students' 

academic merit may be not balance. It contains the data of 154 

students as active students for eight semesters in our faculty. In 

other words, it covers most courses from our curriculum (some 

courses––e.g., Internship and Thesis––are removed since they are 

irrelevant to other courses). In total, there are 5945 non-distinct 

course entries and 58 distinct course entries. We consider all 

courses to be comparable one another without explicitly grouping 

them into categories. 

 

In terms of evaluation metrics, human judgment, k-fold cross 

validation, real accuracy and McNemar's test will be used. 

Human judgment will be used for evaluating the impact of stop 

word removal on terms' descriptiveness. k-fold cross validation 

will be used to evaluate the effectiveness variation among 

students. Real accuracy will be used on remaining evaluation 

methods. McNemar's test will be used when real accuracy shows 

slight change among evaluated approaches. 

 

Human judgment qualitatively measures terms' descriptiveness. 

For each evaluated approach, the descriptiveness of its extracted 

terms will be judged by the first author of this paper. If a term is 

descriptive toward given context, it will be assigned with 1. 

Otherwise, it will be assigned with 0. Approach A is considered 

to generate more descriptive terms than approach B if its total 

term score is higher than approach B's. 

 

K-fold cross validation measures the effectiveness of an 

evaluated approach for each student in threefold [44]. At first, it 

partitions the student's data to K parts. Secondly, for each part, its 

local accuracy will be measured by treating that part as testing 

data and other remaining parts as training data. Thirdly, the 

effectiveness will be measured by averaging all local accuracy. In 

our context, K is assigned with 10 since that number is commonly 

used [44]. 

 

Real accuracy also measures the effectiveness of an evaluated 

approach. However, it portrays our real condition where the grade 

of a course can only be predicted through previously-taken 

courses (on k-fold, it assumes all courses have been taken). For 

example, as seen in Figure 7 which displays a student academic 

record, the grade prediction of the 2nd semester courses only rely 

on the 1st semester courses while the grade prediction of the 3rd 

semester courses rely on courses taken on previous two 

semesters. The grades of the 1st semester courses cannot be 

predicted since they have no previous semesters. The accuracy is 

simply measured by calculating how large is the proportion of 

correct prediction among all testing-training pairs for the whole 

students. 

 

 
 

Figure 7. An example of mapping one student's academic 

history to training and testing data for real accuracy. 

 

McNemar's test [45] measures whether two evaluated approaches 

generate different classification result. It relies on true positive, 

false positive, true negative, and false negative. Two 

classification results are considered as statistically different to 

each other if the test generates p-value lower or equal to 0.05. 

Evaluating The Impact of Stop Word Removal on 

Content-Based Filtering: The Terms' Descriptiveness 

Three approaches are considered in this evaluation. All of them 

are derived from content-based filtering with Naive Bayes as its 

prediction algorithm, top-10 1-gram features taken from X2 

feature selection as its features, and course syllabi & slides as its 

course data. They only differ in terms of stop word lists. The first 

one (referred as NO-STOP-WORDS) utilises no stop words. The 

second one (referred as DEFAULT) relies on English and 

Indonesian stop words provided by Scikit-learn [40] and 

PySastrawi [41]. The third one (referred as CUSTOM) combines 

DEFAULT's stop words with lecturer names and course IDs 

(course names are not considered as stop words since they still 

represent their course's context). 

 

The impact of these approaches is measured on ten random 

courses from our imbalance dataset. For each course, ten terms 

with the highest X2 value will be displayed and judged manually 

by the first author of this paper. In other words, the first author 

will judge the descriptiveness of 100 terms. 

 

According to our evaluation, CUSTOM generates the largest 

proportion of descriptive terms (76 of 100), followed by 

DEFAULT (48 of 100) and NO-STOP-WORDS (46 of 100). 

Hence, two findings can be concluded. First, the existence of 

language-based stop words is not effective to increase the number 

of descriptive terms when TF-IDF weighting and X2 feature 

selection has been applied. Second, lecturer names and course IDs 

(which are signature stop words for CUSTOM) are effective to 

generate more descriptive terms. 
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Evaluating The Impact of Stop Word Removal on 

Content-Based Filtering: The Effectiveness 

This evaluation will rely on three approaches used on previous 

evaluation: NO-STOP-WORDS, DEFAULT, and CUSTOM. 

Their effectiveness will be measured based on real accuracy and 

McNemar's test toward all testing-training pairs from imbalance 

dataset. 

 

Despite CUSTOM generates more descriptive terms (see 

previous evaluation), its accuracy (66.3%) is considerably similar 

to DEFAULT's (66.4%) and NO-STOP-WORDS's (66.3%). In 

other words, it can be stated that terms' descriptiveness may not 

affect accuracy. Another interesting finding is that the use of stop 

words may not lead to significant difference in terms of 

classification result. The p-value for NO-STOP-WORDS (an 

approach with no stop words) and CUSTOM (an approach with 

many stop words) is 0.93; it is far higher than 0.05 (the maximum 

threshold of significance).  

Evaluating The Effectiveness of N-Gram Generator on 

Content-Based Filtering 

The impact of n-gram generator can be measured by changing its 

n-gram constant (NG). Four unique NGs are used in this 

evaluation, starting from 1 to 4. Each NG corresponds to one 

evaluated approach that is derived from content-based filtering 

with Naive Bayes as its prediction algorithm, top-10 NG-gram 

features taken from X2 feature selection as its features, and course 

syllabi & slides as its course data. These approaches will be 

compared to each other toward testing-training pairs from 

imbalance dataset with real accuracy and McNemar's test as their 

evaluation metrics. 

 

According to our evaluation, no significant accuracy 

improvement occurs when NG is changed. All approaches 

generate considerably similar result: 66.5% for N=1, 66.4% for 

N=2, 66.3% for N=3, and 66.6% for N=4. When evaluated using 

McNemar's test, increasing NG does not significantly change 

classification result. Two approaches with extremely 

contradicting NGs (N=1 and N=4) are compared and their p-value 

(0.621) is still higher than the maximum threshold for 

significance (0.05).  

Evaluating The Effectiveness of X2 Feature Selection on 

Content-Based Filtering 

The impact of X2 Feature Selection can be measured by changing 

its number of features (NF). Four variants of such number are 

used in this evaluation: 5, 10, 20, and 50. The variants are applied 

to one approach each; wherein each approach is derived from 

content-based filtering with Naïve Bayes as its prediction 

algorithm, top-NF 1-gram features taken from X2 feature 

selection as its features, and course syllabi & slides as its course 

data. These approaches will be evaluated toward our imbalance 

dataset by considering all testing-training pairs. 

 

Figure 8 shows that higher NF leads to higher accuracy even 

though its improvement is not significant. The lowest accuracy 

occurs on NF=5 (which is 66.4%) while the highest occurs on 

NF=50 (which is 67.1%). Another important finding is that NF 

may not affect classification result. When two of these 

approaches with extremely contradicting NFs (NF=5 and NF=50) 

are compared with McNemar's test, their p-value (10.1%) shows 

no significant difference between those two's results. 

 

 
 

Figure 8. Real accuracy for various number of features (NF) on 

feature selection. 

 

Evaluating The Effectiveness of Course Data on 

Content-Based Filtering 

In our proposed content-based filtering, two kinds of course data 

are used: course syllabi and course slides. From those kinds, three 

approaches are generated for this evaluation. The first relies only 

on course syllabi and called SYL. The second relies only on 

course slides and called SLD. The third relies on both course 

syllabi and slides; it is called as SYL+SLD. All of them will be 

derived from a content-based filtering with Naive Bayes as its 

prediction algorithm and top-10 1-gram features taken from X2 

feature selection as its features. 

 

Real accuracy and McNemar's test will be applied as our 

effectiveness metrics while all testing-training pairs for 

imbalance dataset is used as our evaluation data. According to our 

evaluation, SYL yields the highest accuracy (66.52%), followed 

by SYL+SLD (66.48%) and SLD (66.25%). In other words, 

course syllabi alone are sufficient for recommending relevant 

courses while the existence of course slides may slightly reduce 

the accuracy. When SYL and SYL+SLD are compared to each 

other using McNemar's test, they generate similar classification 

result; their resulted p-value is 0.08, which is still higher than the 

maximum threshold for significance. 

Evaluating The Effectiveness of K-Nearest-Neighbours' 

Number of Neighbours on Content-Based Filtering 

K-Nearest-Neighbours has a parameter called the number of 

neighbours (NN) which stands for how many closest neighbours 

that will be considered for prediction. This evaluation will 

measure how significant NN's impact on effectiveness (measured 

with real accuracy). For evaluation dataset, all testing-training 

pairs from imbalance dataset are used (10-fold cross validation on 

5945 non-distinct course entries). 

 

Four variants of NN are used: 1, 2, 3, and 4. Each of them refers 

to one approach that is derived from content-based filtering with 

NN-Nearest-Neighbours as its prediction algorithm, top-10 1-

gram features taken from X2 feature selection as its features, and 

course syllabi & slides as its course data. Figure 9 shows that a 

considerate improvement occurs when NN is increased. This 
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finding is natural since more neighbours will lead to more 

considerate prediction. 

 

 
 

Figure 9. Real accuracy for various KNN's number of 

neighbours (NN) on content-based filtering. 

 

Evaluating The Effectiveness of Prediction Algorithm 

on Content-Based Filtering 

Two approaches derived from content-based filtering (with top-

10 1-gram features taken from X2 feature selection as its features 

and course syllabi & slides as its course data) are used in this 

evaluation. The former (which will be called NB) utilises Naive 

Bayes as its prediction algorithm while the latter (which will be 

called KNN) utilises K-Nearest-Neighbours with K=4 (the most 

effective KNN setting according to previous evaluation). They 

will be compared in terms of real accuracy and McNemar's test 

toward all testing-training pairs from imbalance dataset (10-fold 

cross validation on 5945 non-distinct course entries). 

 

Two findings can be deducted from our evaluation. First, in terms 

of accuracy, NB (66.5%) is as effective as KNN (66.2%), even 

though it outperforms KNN for about 0.3%. Second, both NB and 

KNN generate similar classification result; their p-value for 

McNemar’s test is 0.357, which is still higher than the maximum 

threshold for significance (0.05). 

Evaluating The Impact of Academic Semester on 

Content-Based Filtering 

Seven approaches derived from content-based filtering (with 

Naive Bayes as its prediction algorithm, top-10 1-gram features 

taken from X2 feature selection as its features, and course syllabi 

& slides as its course data) are used in this evaluation. Each 

approach relies only on testing-training pairs from imbalance 

dataset for a particular semester, starting from the 2nd semester to 

the 8th semester (the 1st semester is not included since it has no 

training data for prediction). All of them will be compared based 

on real accuracy. 

 

Academic semester is defined based on student enrolment. For 

example, if a student enrolled on the first semester of 2014, their 

3rd semester will be different with the 3rd semester of a student 

enrolled on the first semester of 2015. The former will be the first 

semester of 2015 while the latter will be the first semester of 

2016. 

 

Figure 10 shows that the accuracy of our content-based filtering 

varies among academic semesters. A slight reduction occurs 

when the academic semester is later than the 5th semester. It could 

be caused by academic performance inconsistency from previous 

semesters. Given some years, it is possible that some students fail 

at a particular course due to non-academic factors such as 

motivation and environment. Another finding is that the 2nd 

semester yields a considerably low accuracy since its testing data 

relies only on a limited number of courses as its training data 

(about five courses taken on the 1st semester). 

 

 
 

Figure 10. Real accuracy for various academic semesters. 

 

Evaluating The Effectiveness Variation Among 

Students' Data on Content-Based Filtering 

This evaluation measures whether the effectiveness of content-

based filtering varies among students' data. To do so, 10-fold 

cross validation will be conducted for each student's data from 

imbalance dataset and all results will be displayed as a box-plot. 

Course recommendation will be performed by content-based 

filtering with Naive Bayes as its prediction algorithm, top-10 1-

gram features taken from X2 feature selection as its features, and 

course syllabi & slides as its course data. 

 

Figure 11 shows that the effectiveness varies among students' 

data with 70% as its average value. The lowest accuracy is 10% 

while the highest accuracy is 100%. Such variation may occur 

due to non-academic factors on students or lecturers. 

 

 
 

Figure 11. A box-plot depicting effectiveness variation among 

students' data. Horizontal axis refers to students' data and 

vertical axis refers to 10-fold accuracy. 
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Evaluating The Effectiveness of K-Nearest-Neighbours' 

Number of Neighbours on Collaborative Filtering 

K-Nearest-Neighbours' number of neighbours (NN) determines 

how many closest neighbours used for prediction. Its impact on 

effectiveness will be measured in this evaluation with real 

accuracy as its evaluation metric and balance dataset as its 

evaluation dataset. 

 

Nine first positive integers are used as NN constants; each 

constant corresponds to one approach. All approaches are derived 

from collaborative filtering with Naive Bayes as its prediction 

algorithm, top-10 1-gram features taken from X2 feature selection 

as its features, and course syllabi & slides as its course data. 

 

As seen in Figure 12, a slight improvement occurs when NN is 

increased. This finding strengthens our previous finding from 

content-based filtering that states more considered neighbours 

will lead to more considerate prediction. 

 

 
 

Figure 12. Real accuracy for various KNN's number of 

neighbours (NN) on collaborative filtering. 

 

Evaluating The Effectiveness of Prediction Algorithm 

on Collaborative Filtering 

Two algorithms used in collaborative filtering will be compared. 

Each one of them corresponds to an approach that utilises top-10 

1-gram features taken from X2 feature selection as its features and 

course syllabi & slides as its course data. The first one (called as 

NB) relies on Naive Bayes as its prediction algorithm while the 

second one (called KNN) relies on K-Nearest-Neighbours with 

K=9 (the most effective KNN setting according to previous 

evaluation). They will be evaluated toward balance dataset with 

real accuracy as their evaluation metric. 

 

According to our evaluation, NB (63%) performs better than 

KNN (58%). It generates 5% higher accuracy. Hence, it can be 

stated that, in our context, Naive Bayes is preferred for 

collaborative filtering. 

 

According to our evaluation, several findings can be deducted 

regarding our proposed course recommendation system. First, 

both content-based and collaborative filtering are considerably 

effective; their resulted accuracies are about 66% and 58% 

respectively. Second, X2 feature selection and K-Nearest-

Neighbours' number of neighbours may affect the effectiveness 

of content-based filtering while stop word removal, prediction 

algorithm, and n-gram generator may not. Third, term 

descriptiveness may be not related to accuracy. Fourth, course 

syllabi alone are sufficient to act as course data for content-based 

filtering. Fifth, the effectiveness of content-based filtering 

depends on academic semesters and students' data.  Sixth, Naive 

Bayes is preferred for collaborative filtering. Seventh, K-Nearest-

Neighbours' number of neighbours may affect the effectiveness 

of collaborative filtering. 

CONCLUSIONS 

This paper presents a course recommendation system dedicated 

for a student advisor. Using this system, the advisor can guide 

their students to take courses based on their real skills (captured 

from the students' grades). It relies on two recommendation 

techniques: content-based and collaborative filtering. The system 

is quite effective based on our evaluation. 

 

Our study has a number of limitations that can entail to future 

work. First, the system is only evaluated at technical level. We 

plan to use the system in real academic environment and collect 

feedback from both the advisors and the students. Second, it is 

unclear whether our system is more effective than existing course 

recommendation systems in terms of the recommendation 

technique. We plan to compare those under the same data set. 

Third, while the effectiveness is relatively high, there is a 

possibility to improve it further. We plan to integrate course data 

to collaborative filtering and check whether its effectiveness is 

improved. Another direction is to extract keyphrases from 

students' relevant courses using a technique adapted from [46].  
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