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Cardiotocography is a series of inspections to determine the health of the fetus in pregnancy. 

The inspection process is carried out by recording the baby's heart rate information whether in 

a healthy condition or contrarily. In addition, uterine contractions are also used to determine the 

health condition of the fetus. Fetal health is classified into 3 conditions namely normal, suspect, 

and pathological. This paper was performed to compare a classification algorithm for 

diagnosing the result of the cardiotocographic inspection. An experimental scheme is performed 

using feature selection and not using it. CFS Subset Evaluation, Info Gain, and Chi-Square are 

used to select the best feature which correlated to each other. The data set was obtained from 

the UCI Machine Learning repository available freely. To find out the performance of the 

classification algorithm, this study uses an evaluation matrix of precision, Recall, F-Measure, 

MCC, ROC, PRC, and Accuracy. The results showed that all algorithms can provide fairly good 

classification. However, the combination of the Random Forest algorithm and the Info Gain 

Feature Selection gives the best results with an accuracy of 93.74%. 
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INTRODUCTION 

The technology in biomedical engineering has been helped to 

solve health and medical problem [1]. One of them applied to 

diagnose the condition of the fetus during pregnancy. At present, 

the practice of monitoring fetal health can be performed through 

inspection called cardiotocography [2]. The inspection records 

information about the fetal heart rate (FHR) and uterine 

contractions (UC) during pregnancy [3]. This monitoring is used 

by obstetricians and midwives to avoid hypoxic-ischemic 

conditions of the fetus during pregnancy and giving birth [4]. 

Hypoxic-ischemic is a brain injury due to a blockage of blood 

vessels in the prenatal, intrapartum, or postnatal period [5]. The 

results of cardiotocographic diagnosis are classified into three 

classes, namely normal, suspect, and pathologic  [6]. A suspect 

condition occurs when a deficiency is at least one normal 

characteristic. Whereas the pathologic is a condition where the 

baby's health is impaired. 

 

In previous studies, several classification algorithms have been 

used to classify the cardiotocographic detection including Neural 

Network [7], [8], Naïve Bayes Classifier [9], [10], Support Vector 

Machine [11], K-Means [12], Random Forest [13], K-Nearest 

Neighbors [14], and J48 [15]. Based on several approaches that 

have been performed, Neural Network gets superior accuracy 

compared to other classification models. In his research, Zafer 

CÖMERT et al [8] explained that training conducted on Artificial 

Neural Networks (ANN) can optimize the training process well. 

Therefore, this model gets a fairly high accuracy compared to 

others. 

 

Moreover, other research was also conducted to combine several 

classification models to find out the best performance results. In 

one hand, Subhan et al tested the performance of Naïve Bayes, 

Decision Tree, Multi-Layer Perceptron (MLP), and Radial Basis 

Function algorithms in classifying cardiotocography. The results 

show that the Decision Tree gets the best accuracy at 93.3% [16]. 

On the other hand, Kanika Agrawal et al tried to compare the 

classification results using Decision Tree, Support Vector 

Machine, and Naïve Bayes Classifier which were analyzed using 

R-Studio [17]. The results show that the classification model gets 

the highest accuracy in the Decision Tree algorithm as same as 

the research conducted by Subha et al in previous study [16]. 

 

Based on several studies and backgrounds that have been 

explained, in this research, a classification method will be 

compared using several approaches and scenarios. This study 

uses two experimental scenarios, the first one is a comparison of 

models using feature selection and the second one is the 

comparison of classification model without using feature 

selection. Thus, in this experimental result can be seen which 

model gets the best performance. On the other hand, combination 

models can be used with the best feature selection in the 

classification process. Thus, The combination model can improve 

the accuracy of results.  

http://jitce.fti.unand.ac.id/
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METHOD 

This section will discuss research methods, datasets, and 

algorithm models used for the classification process. The research 

method used in this study is a comparative model in the 

classification of cardiotocography. The dataset is used for training 

and testing process in the algorithm applied. While the model 

used in this study consists of several algorithms that will be 

performed for the comparison of results.  

Research Methodology 

 

 

Figure 1. Research Methodology 

 

This study compares several classification models in data mining. 

To obtain the desired output, there are several research processes 

which are applied. The first step is collecting the data required for 

the classification process. In this case, the data set was obtained 

from a cardiotocographic inspection and the expert diagnosis. 

Before classification, the dataset will be processed to convert raw 

data into higher-quality data using the pre-processing stage. The 

next process is classification using the models to be compared. 

The results of the classification will be evaluated using the 

evaluation model to determine the performance of each model. 

The research steps can be seen in Figure 1. 

Dataset 

This research uses a dataset provided in an open repository at the 

University of California Irvine (UCI) Machine Learning. The data 

comes from Marques de Sa et al [18] from the Biomedical 

Engineering Institute, Portugal. The dataset consists of 21 

attributes that will be used to classify fetal classes. In this dataset, 

the instances have been classified into 1655 normal classes, 295 

suspect classes, and 176 pathologic classes. Attributes data and 

analysis in the dataset can be seen in Table 1. 

Data Pre-Processing 

Pre-processing is needed to prepare raw data into higher quality 

data. The data obtained at UCI ML cannot be fully processed for 

classification because there are several structures that must be 

adjusted. Some classification algorithms require classes in the 

nominal data form. So, some of the class attributes for 

classification needs to be converted into nominal data. In the raw 

data, the class label uses the number 1 for the normal class, 

number 2 for the suspect class and number 3 for the pathological 

class. It is numerical data. So, it must be converted into nominal 

data. For normal class will be converted to letter A, suspect class 

to letter B and pathologic class to letter C. In addition to 

transforming the data, the scaling process will be performed at 

this pre-processing stage. 

 

Table 1. Attribute and Dataset Analysis 

No Code Type Min Max 
Standard 

Deviation 
Information 

1 LB Numeric 106 160 9.841 Fetal Heart Rate per Minute 

2 AC Numeric 0 26 3.561 Acceleration of Fetal Heart Rate per Second 

3 FM Numeric 0 564 37.125 Fetal Movement per Second 

4 UC Numeric 0 23 2.847 Number of Uterine Contractions per Second 

5 DL Numeric 0 16 2.499 Light deceleration per second 

6 DS Numeric 0 1 0.057 Severe deceleration per second 

7 DP Numeric 0 4 0.464 Prolonged deceleration per second 

8 ASTV Numeric 12 87 17.193 Percentage of time with abnormal short-term variability 

9 MSTV Nominal 57 Distinct The average value of short-term variability 

10 ALTV Numeric 0 91 18.397 Percentage of time with abnormal long-term variability 

11 MLTV Nominal 249 Distinct The average value of long-term variability 

12 Width Numeric 3 180 38.956 Fetal Heart Rate Histogram Width Value 

13 Min Numeric 50 159 29.56 Minimum Histogram Value of Fetal Heart Rate  

14 Max Numeric 122 238 17.944 Maximum Histogram Value of Fetal Heart Rate 

15 Nmax Numeric 0 18 2.949 Peak histogram Value of Fetal Heart Rate 

16 NZeros Numeric 0 10 0.706 Zero Fetal Heart Rate Histogram Value 

17 Mode Numeric 60 187 16.381 Histogram Mode Value 

18 Mean Numeric 73 182 15.594 Histogram Average Value 

19 Median Numeric 77 186 14.467 Median Histogram Value 

20 Variance Numeric 0 269 28.978 Histogram Variance Value 

21 Tendency Nominal 3 Distinct Histogram Tendency Value 

22 NSP Numeric 1 3 0.614 Fetal Condition Class 
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As seen in Table 1, the standard deviation values for the attributes 

are still quite large. This condition will cause problems in several 

algorithms which using vector and euclidean distance. So, the 

scaling process is needed to reduce the range of values on a 

numeric feature [19]. 

 

𝑥𝑛𝑜𝑟𝑚 =   
𝑥 −  𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (1) 

 

Formula 1 is a mathematical calculation of scaling in pre-

processing. The formula gets normal data (xnorm) which has a 

vulnerability between 0-1. Where xmin is the minimal value and 

xmax is the maximal value. 

Classification Models 

This study compares the performance of several classification 

algorithms including Naïve Bayes, J48, Random Forest, Logistic 

Regression, K-Nearest Neighbors, Support Vector Machines, and 

Multi-Layer Perception. The following is an explanation of the 

classification algorithm  

Naïve Bayes 

Pouria Kaviani et al explain the Naïve Bayes algorithm, which is 

decision theory, is the simplest form of the Bayesian network 

model. This model gives a class of independent attributes [20]. 

Of all the many classification algorithms, Naïve Bayes is the 

simplest algorithm [21]. But with this simple structure, Naïve 

Bayes can provide better performance compared to other 

algorithms in some cases such as the classification of documents 

by Ting et al. [22]. 

J48 Algorithm 

J48 algorithm is basically a development of other Decision Tree 

algorithms such as C4.5 and ID3 [23]. J48 is used for a single or 

multi-class classification model with a decision tree model. The 

advantage of this algorithm is able to process numerical and 

discrete data. Because this algorithm is a development of the C4.5 

and ID3 algorithms, the accuracy of the classification result can 

be improved. In addition to accuracy, computing speed 

performance can also be reduced optimally [24]. 

Random Forest 

Random forest is a classification algorithm which combines 

several branching predictions. The classification results depend 

on the size of the vector chosen randomly with the same data 

distribution for all data [25]. The Random Forest algorithm is 

suitable for classifying very large amounts of data. Some research 

study prove that random forest can provide a fairly good accuracy 

[26] even reaching 100% accuracy in some datasets such as 

research conducted by Zerina et al in the field of 

electrocardiogram [27]. 

Logistic Regression 

Generally, the logistic regression is a type of regression provides 

associations between independent and dependent variable, which 

is class in classification. This is useful for analyzing observational 

data when it is needed to reduce the bias resulting from 

differences in features data [28]. The improved models of logistic 

regression can increase accuracy similar to Artificial Neural 

Network models [29]. Some research on logistic regression is 

used in the medical world to know patient characteristics [30] and 

analyze of clinical risk scores in patients [31]. 

K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) is a classification method with 

learning data closest distance to an object entity. The proximity 

value is determined from the K variable applied to the model [32]. 

This algorithm is also widely used because of some interesting 

features and easy implementation [33]. Several studies applied to 

the KNN model were conducted by Ahmad B. A Hasanat for 

classification in the big data field [34]. In the medical, KNN is 

applied to classify prostate cancer with the high results of 

classification and computational speed [35]. 

Support Vector Machine (SVM) 

One of methods which widely used in supervised learning is 

Support Vector Machine. This model was proposed by Vapnik 

[36] in 1995. The basic idea of SVM is to maximize the distance 

between wo classes. The distance is traditionally determined by 

the closest point [37]. Some effectiveness has been shown in 

study on pattern recognition [38]. Therefore, this model is able to 

provide better performance results than other models [39].  

Multi-Layer Perceptron 

Multi-Layer Perceptron is a model of a Neural Network 

consisting of several neurons. Another characteristic of this 

model is having a connecting weight between neurons [40]. The 

function of the neuron is processing and calculating the activation 

value of each unit from the input to the output layer [41]. 

Research on the prediction of nanofluid viscosity was conducted 

by Elham Heidari et al using the MLP model and produced a 

statistical regression analysis of 0.9999 [42]. 

Feature Selection 

The dataset used in this study has several attributes characterize 

each class. In data mining, there are several attribute selection to 

find the best attributes having a large impact on the classification. 

The purpose of this feature selection is to reduce dimensions and 

eliminate the un-relevant feature [43]. In this research, 3 feature 

selection models are applied, including Correlation-based Feature 

Selection (CSF) Subset Evaluator, Info Gain, and Chi-Square. 

CFS Subset will evaluate attribute by considering the predictive 

ability of each individual with the level of redundancy between 

them [44]. CFS Subset can be calculated using Formula 2. 

𝑀𝑠 =   
𝑘 𝑟𝑒𝑓̅̅ ̅̅

√𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓̅̅ ̅̅
 (2) 

 

Where Ms is a measurement of a feature subset that contains the 

attribute k, ref is the average of the correlation between attributes 

and class, while rff is the average of the correlations between 

attributes. 

 

𝐺(𝐷, 𝑡) = ∑ 𝑃(𝐶1)

𝑚

𝑖=1

log 𝑃(𝐶1) (3) 
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+𝑃(𝑡) ∑ 𝑃(𝐶1|𝑡) log 𝑃(𝐶1|𝑡)

𝑚

𝑖=1

  

+𝑃(𝑡̅) ∑ 𝑃(𝐶1|𝑡̅) log 𝑃(𝐶1|𝑡̅)

𝑚

𝑖=1

  

 

Formula 3 is a mathematical model of Info Gain Feature 

Selection. Where C is the sum of all document samples, m is the 

amount of data and t is a category. If the value of G (D, t) is large, 

then the value will be used for the classification process in data 

C. Information Gain is an entropy-based feature evaluation 

method where this model is widely used in machine learning. The 

gain information is obtained and calculated using scoring and 

weighting. The feature will be selected if the Information Gain 

value of the feature is greater than or equal to the threshold value 

[45]. Furthermore, the last feature selection model used in this 

study is Chi-Square. Chi-Square will evaluate attributes which are 

not relevant in the classification process. The Chi-Square model 

uses basic statistical theory for testing the independence of 

features in a class [46]. To calculate the independence of these 

features can be written mathematically in Formula 4.  

 

𝑋2 =   ∑
(𝑂 − 𝐸)2

𝐸

𝑛

𝑖=1

 (4) 

 

Where O is the observation value, n is the amount of data, and E 

is the expected value. 

Evaluation Model 

In this research, the evaluation process is carried out to provide 

comparative information about the classification result. The 

evaluation model is important to provide the performance results 

of the algorithm. Some of the matrices used to perform the testing 

are Precision, Recall, F-Measure, Matthews Correlation 

Coefficient (MCC), Receiver Operation Characteristic (ROC), 

Precision-Recall Curve (PRC) Area, and Accuracy. Each 

evaluation model has a function to measure the performance of 

the algorithm. In general, only accuracy will describe our results 

to show our findings. But for the health domain we need more 

evaluation models to get precise results. Before looking for 

evaluation values from the model, it needs to calculate the True 

Positive (TP) Rate,  True Negative (TN) Rate, False Positive (FP) 

Rate, and False Negative (FP) Rate, where the four terms are 

some of the terminologies known in the Confusion Matric. The 

TP rate is the amount of positive data that is detected correctly. 

TN rate is the amount of negative data that is detected correctly. 

Whereas the FP rate is the amount of positive data that is detected 

wrongly resulting in negative detection and the FN rate is the 

amount of negative data that was detected wrongly by the model. 

After knowing the values of that terminology, the following is the 

formula used to calculate the evaluation model mentioned earlier. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑃𝐼

𝑖=1

∑ (𝐹𝑃 + 𝑇𝑃)𝐼
𝑖=1

 (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑇𝑃𝐼

𝑖=1

∑ (𝑇𝑃 + 𝐹𝑁)𝐼
𝑖=1

 (6) 

𝐹𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (7) 

𝑀𝐶𝐶 =  
(𝑇𝑃 𝑥 𝑇𝑁) − (𝐹𝑃 𝑥 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (8) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ (𝑇𝑃 + 𝑇𝑁)𝐼

𝑖=1

∑ (𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)𝐼
𝑖=1

 (9) 

 

ROC can be obtained by measuring the threshold between False 

Positive Rate and True Positive Rate. Whereas the PRC Area is 

obtained by calculating the threshold between Recall and 

Precision. To find out the average error between the predicted 

results and the actual value, it is necessary to measure the Mean 

Absolute Error (MAE). MAE has a better performance compared 

to Root Mean Square Error [47]. MAE is mathematically defined 

into Formula 10. 

 

𝑀𝐴𝐸 =  
1

𝑛
 ∑ |𝑓𝑖 − 𝑦𝑖|

𝑛

𝑖=1
 (10) 

 

where fi s the value of the forecast result, yi is the result of the 

actual value, while n is the amount of data. In addition, KAPPA 

analysis will be conducted to determine the suitability of 

interpretation or prediction in an algorithm. In their research, 

Rosario et al explain why KAPPA needs to be performed in 

measuring the performance of classification models. They 

suggested that in some cases, KAPPA gave different evaluation 

results from MCC. The low classification results turned out to get 

a high score in KAPPA, but qualitatively different in MCC [48]. 

Therefore, the KAPPA evaluation results will be tested in the 

calculation of the research results. The mathematical model in 

KAPPA is defined in formula 11. 

 

𝐾𝑎𝑝𝑝𝑎 =  
𝑃𝑜 − 𝑃𝑒

1 −  𝑃𝑒
 (11) 

 

where Po is the relative agreement value being predicted and Pe is 

the hypothesis probability of the prediction. All formulas that 

have been explained will be used to evaluate the results of the 

classification performed by each algorithm. 
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RESULTS AND DISCUSSION 

This section will discuss the results of classification experiments 

with various models. The scenarios are carried out by using all 

the attributes and by applying the feature selection to reduce the 

attribute dimensions. The results of the model will be compared 

to determine the best performance. All experiments on each 

model are performed using 10 Folds cross-validation. This 

evaluation process will separate 9 data for the training process 

and 1 data for the testing process. K-Fold selection is performed 

to reduce the computational process during training while 

maintaining the accuracy of the classification results. 

Result 

The first experiment scenario is performed to see the performance 

of each algorithm for all attributes. In the dataset, there are 21 

attributes that will all be used for the classification process. Each 

algorithm will be evaluated according to the evaluation model 

described in the previous chapter. Table 2 is the result of testing 

the algorithm by using all the attributes in the dataset without 

using feature selection. While Table 3 is the result of testing the 

algorithm by applying the CFS subset feature selection. The CFS 

Subset Evaluation model applies a forward search direction with 

a search limit of 10 expansion nodes. Thus,  the selection of 

features in the CFS Subset Evaluation gets the best subset with a 

value of 0.338. From this subset, 7 best attributes were selected 

to be used as classification attributes. These are AC, UC, ASTV, 

ALTV, DS, DP and Mean. 

 

The next scenario is applying Info Gain Feature Selection with 

the 10 best attribute ranker model. The gain ratio obtained the 10 

best attributes, including MSTV, ALTV, ASTV, Mean, Variance, 

AC, Median, Mode, Width, MLTV, and NSP. The results of the 

test scenario can be seen in Table 4. The final scenario is 

performed to evaluate the classification results using the Chi-

Square feature selection. The model uses ranker with the selection 

of the 15 best attributes. The attribute selected in the classification 

process are Mean, ALTV, MSTV, Mode, Median, ASTV, DP, 

Variance, MLTV, Width, AC, Min, LB, UC, DL, and NSP. The 

test results with the Chi-Square feature selection can be seen in 

Table 5. Title of a table, must be put above the table. In writing 

the title of a table, you must capitalize each word. All tables and 

figures must be consecutively numbered. Figures must be made 

center-align and left-align for tables.  

 

Table 2. Classification Result without Feature Selection 

Algorithm MAE 
Kappa 

Statistic 

Average 

Precision 

Average 

Recall 

Average 

F-Measure 

Average 

MCC 

Average 

ROC 

Area 

Average 

PRC 

Area 

Accuracy 

Naïve Bayes 0.137 0.5478 0.861 0.797 0.816 0.603 0.920 0.888 79.68 % 

J48 0.0705 0.7546 0.910 0.912 0.911 0.768 0.909 0.891 91.15 % 

Random Forest 0.0792 0.8136 0.932 0.934 0.933 0.825 0.984 0.974 93.41 % 

Logistic Regression 0.1215 0.6214 0.861 0.868 0.863 0.656 0.948 0.914 86.78 % 

KNN 0.0774 0.6805 0.882 0.885 0.883 0.704 0.845 0.837 88.47 % 

SVM 0.2572 0.5928 0.854 0.865 0.856 0.625 0.793 0.799 86.45 % 

MLP 0.0825 0.7078 0.896 0.891 0.893 0.724 0.946 0.923 89.08 % 

 

 

Table 3. Classification Result using CFS Subset Feature Selection 

Algorithm MAE 
Kappa 

Statistic 

Average 

Precision 

Average 

Recall 

Average 

F-Measure 

Average 

MCC 

Average 

ROC 

Area 

Average 

PRC 

Area 

Accuracy 

Naïve Bayes 0.1221 0.6117 0.872 0.840 0.849 0.654 0.928 0.900 83.96 % 

J48 0.0669 0.7853 0.921 0.922 0.921 0.788 0.911 0.902 92.23 % 

Random Forest 0.0713 0.8126 0.932 0.933 0.932 0.817 0.979 0.972 93.32 % 

Logistic Regression 0.1314 0.5877 0.849 0.858 0.852 0.626 0.936 0.901 85.84 % 

KNN 0.0719 0.7047 0.891 0.892 0.892 0.724 0.863 0.852 89.22 % 

SVM 0.2601 0.5545 0.842 0.854 0.843 0.591 0.775 0.786 85.37 % 

MLP 0.0993 0.6755 0.883 0.886 0.884 0.687 0.940 0.927 88.57 % 

 

 

Table 4. Classification Result using Info Gain Feature Selection 

Algorithm MAE 
Kappa 

Statistic 

Average 

Precision 

Average 

Recall 

Average 

F-Measure 

Average 

MCC 

Average 

ROC 

Area 

Average 

PRC 

Area 

Accuracy 

Naïve Bayes 0.1274 0.59 0.870 0.822 0.836 0.634 0.925 0.894 82.22 % 

J48 0.0679 0.7796 0.919 0.920 0.920 0.782 0.897 0.887 92.00 % 

Random Forest 0.0744 0.8262 0.937 0.937 0.937 0.833 0.977 0.971 93.74 % 

Logistic Regression 0.1292 0.5826 0.848 0.858 0.851 0.614 0.940 0.909 85.84 % 

KNN 0.0743 0.6928 0.887 0.889 0.888 0.708 0.853 0.848 88.89 % 

SVM 0.2612 0.5621 0.844 0.855 0.846 0.591 0.774 0.788 85.46 % 

MLP 0.0877 0.6942 0.891 0.892 0.890 0.703 0.947 0.933 89.22 % 
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Table 5. Classification Result using Chi-Square Feature Selection 

Algorithm MAE 
Kappa 

Statistic 

Average 

Precision 

Average 

Recall 

Average 

F-Measure 

Average 

MCC 

Average 

ROC 

Area 

Average 

PRC 

Area 

Accuracy 

Naïve Bayes 0.1414 0.5654 0.859 0.813 0.827 0.604 0.901 0.879 81.27 % 

J48 0.0685 0.7585 0.911 0.913 0.912 0.767 0.909 0.894 91.25 % 

Random Forest 0.0773 0.8162 0.933 0.935 0.933 0.827 0.982 0.972 93.46 % 

Logistic Regression 0.122 0.6258 0.863 0.870 0.865 0.660 0.948 0.912 87.01 % 

KNN 0.0743 0.6929 0.887 0.889 0.888 0.709 0.855 0.846 88.89 % 

SVM 0.2567 0.5963 0.855 0.866 0.857 0.634 0.797 0.801 86.59 % 

MLP 0.0826 0.697 0.891 0.891 0.890 0.710 0.949 0.933 89.08 % 

 

 

 

Figure 2. Comparison of Classification Result 

 

Discussion 

Based on research that has been performed, it can be seen the 

results of the comparison of accuracy as in Figure 2. The use of 

accuracy aims to simplify the result of our main findings. The 

testing scenarios carried out also implement several feature 

selections to determine the performance of each model. The 

results of the accuracy and evaluation of the model can be seen in 

Tables 2-5.  

 

In the first experiment, the model is used to classify all features 

without using feature selection. Random Forest produces the 

highest accuracy with a percentage of 93.41%, followed by J48 

with an accuracy of 91.15%. The results of the second scenario 

are carried out to determine the accuracy and performance of the 

classification by applying feature selection. In the CFS subset 

feature selection, Random Forest produces the highest accuracy 

with a percentage of 93.32% and followed by J48 with a 

percentage of 92.23%. In the Info Gain feature selection, the 

highest results are obtained by the Random Forest algorithm with 

a percentage of 93.74%, followed by the J48 algorithm with a 

percentage of 92%. Last, in the Chi-Square feature selection 

model, the highest accuracy is obtained in the Random Forest 

model with a percentage of 93.46% followed by the J48 algorithm 

with an accuracy of 91.25%.  

 

It can be concluded from this study that the combination of the 

Random Forest algorithm with Info Gain feature selection gets 

the best results with an accuracy of 93.74%. In this experiment, 

random forest has a good classifier compared to the other 

classification model in handling the high dimension, and 

unbalanced data. On the dataset used, we analyze that the dataset 

has high dimension and imbalance data. In addition, feature 

selection can improve accuracy in several algorithms. But in this 

case, some feature selection models still cannot significantly 

improve accuracy in the Logistic Regression, SVM, and MLP 

algorithms. That is because there are differences in mathematical 

calculations of each feature selection of the algorithm and dataset 

used. In other cases, the applied feature selection models can 

improve the accuracy of the classification models. Indirectly, 

algorithms and datasets affect the accuracy of the classification 

process. 

CONCLUSIONS 

Cardiotocography is a medical inspection to determine the health 

of the fetus in pregnancy. This result can be detected by 
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measuring the parameters of the heartbeat in the fetus and uterine 

contractions. The diagnosis process can utilize machine learning 

to conduct data analysis and classification. In this study, a 

comparative study of classification models was carried out with 

two main scenarios. The first scenario is performed to determine 

the performance of the algorithm without using feature selection. 

The highest accuracy obtained on the Random Forest algorithm 

with a percentage of 93.41%. The second scenario is carried out 

to determine the effect of feature selection on improving the 

accuracy of classification results. Based on this research, the 

highest accuracy of all scenarios is obtained by the Random 

Forest algorithm with Info Gain Feature Selection. The 

combination of these models produces accuracy with a 

percentage of 93.74%.  
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